
We have collected a total of 17566 named colors and their definition in some 
color space(s) from various sources. A valuable subset of them is bilingual:

We introduce three evaluation metrics of alignment between semantic embeddings 
of color terms and physics-based color coordinates in a specific color space: 

❖ Regression analysis via probing[1]. We train a linear mapping with Elastic Net 
regularization and report out of sample fitness 

❖ Canonical-Correlation Analysis (CCA). Dimensionality reduction is applied on 
overdetermined system using Principal Component Analysis (linear) or Uniform 
Manifold Approximation and Projection (nonlinear).
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Methods & Experiments Results
Are Large Language Models just stochastic parrots that recite the most 
probable answer, or do they learn representations of grounded structures in 
the real world to be able to answer your questions (as recently claimed)? We 
collected and built our own dataset of cross-lingual cultural color words, and 
perform a series controlled experiments to discover how the quality of 
representations varies with language, model, context, and fine-tuning. We also 
a color-mapping experiment that visualizes languages’ color representation.

Discussion
❖ We found that across models, LLMs consistently demonstrates stronger 

representations for English color terms compared to Chinese and Japanese

❖ LLMs can achieve improved alignment for Chinese and Japanese 
embeddings through finetuning

❖ Finetuning on Japanese color dataset leads to a simultaneous increase in 
Chinese embedding alignment

❖ Alignment increases with model parameter size, outperforming GloVe

❖ A color transformation based on English mapping of aligned Chinese color 
embeddings produced a palette with a noticeable red shift, possibly 
reflective of differences in Chinese visual culture compared to English

This data serve as a basis for our probing experiments and cultural analysis. 
Preprocessing is done to sanitize, deduplicate, remove nondescriptive names 
(such as Pantone “PMS 1485”) and fix errors. For most experiments, a 
high-quality English-Chinese bilingual subset with 2054 examples is used.
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❖ If LLMs exhibit a more grounded understanding of color in specific 
languages (among English, Chinese, Japanese) → Yes, English. 

❖ If a model trained predominantly in a non-English language would 
possess superior representations in that language: we analyzed the 
Fugaku-LLM-14B (60% training data in Japanese) → No.

❖ If finetuning improves LLMs’ color representation: we finetuned Llama-3 
on traditional Japanese colors. → Yes, both Japanese & Chinese.

❖ If LLMs outperform GloVe baseline → No for small models (7B to 14B)
❖ To assess if representation improves with model size: we analyzed English 

embeddings from Llama-3-70B. → Yes, surpassed glove-wiki-gigaword-300
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Color Filter Visualization

Color Mapping Visualization

Large Language Models’ Grounded Representations

❖ Motivated by previous research in cross-lingual embedding alignment, we 
introduce a pipeline to visualize differences in pairwise color representations. 
Given color term embeddings from a LLM in two languages, we align them to a 
joint space using orthogonal Procrustes analysis to optimally align the 
embeddings of Basic Color Terms, as identified by the World Color Survey[1]. 
Black, white, and red are used in final implementation.

❖ While color values closely matching the ground truth can be recovered from 
the embeddings of either language, when we apply a regressor fitted to one 
language’s embeddings onto another, we observe significant differences, 
altering the perception and mood of an image when the color mapping is 
applied, though their interpretation is difficult and subtle.

We also collected high-quality descriptions of 448 traditional Japanese colors 
detailing their composition, cultural impression and usage, etc.

translation: “Akane-iro' refers to a dark red color dyed with the roots of rubia cordifolia (Indian 
madder). It is well known for being used to describe the color of the sky at dusk ... (continued)”

❖ retrieval benchmark for W3C webcolors: is the model a good stochastic 
parrot? accurate on English; substantially worse on Chinese and Japanese

❖ randomly permuted embeddings: correlate poorly with their original colors

❖ human baselines on color prediction from named entry: inherent difficulty

❖ glove-wiki-gigaword-300: baseline level of correlation

❖ Warmer colors are more accurately recovered from their representations in 
either English or Chinese: “Across languages, from the hunter-gatherer 
Tsimane' people of the Amazon to students in Boston, warm colors are 
communicated more efficiently than cool colors” [3]

❖ V-shaped banding artifacts along lines of equal hue, defined as the 
attributes of human visual perception that make an area seem similar to (a 
spectrum of) primary colors in a closed ring


